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Abstract

This paper summarizes the halftoning techniques that
ploy the M-lattice, a non-linear dynamical system recen
introduced to the signal processing community. TheM-
lattice system was derived from the reaction-diffus
model, first proposed by Turing in 1952 in order to e
plain mammal coat patterns. The M-lattice system is
closely related to the analog Hopfield network and 
cellular neural network, but has more flexibility in ho
its variables interact. In particular, this model is well-sui
for a variety of applications formulated as constrained n
linear optimization. The present overview demonstra
the use of this model for three different image halfton
examples. The first example synthesizes halftones fre
correlated artifacts; it illustrates the noise-shaping ca
bility of the M-lattice system. The second example sy
thesizes halftones in the creatively “hand-drawn” style
the Wall Street Journal portraits; it illustrates how a m
flexible quality metric can be used when the binary 
quirement is stated as an explicit constraint. The th
example extends this monochrome “special-effec
halftoning method to allow color images; all three (re
green, and blue) halftone components are synthesize
multaneously by the M-lattice.

Introduction

The present research has originated in the investiga
of the usefulness of reaction-diffusion systems for m
eling natural textures. A reaction-diffusion system i
set of heat equations coupled by, typically non-line
reaction terms. The reaction-diffusion model was fi
proposed by Turing in 1952 in order to explain mamm
coat patterns, such as zebra stripes and leopard s
Until recently, reaction-diffusion systems have been
searched predominantly by mathematical biologi
working on theories of natural pattern formation and
chemists working on modeling the dynamics of comp
chemical reactions1. However, the past three years ha
seen a significant surge in interest in reaction-diffus
systems, primarily for exploiting them in the areas
computer graphics and image processing2,3,4.

In order to form patterns a valid reaction-diffusio
system must exhibit local instability to small random p
turbations. That notwithstanding, the system should
stable in the large-signal sense for practical reason
major difficulty associated with the reaction-diffusio
paradigm in its standard form is that the system is sta
only for a restricted class of non-linear reaction fun
-
y
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tions. This drawback narrows the scope of the mod
engineering applications, due to numerical overflow

A common approach aimed at preventing numer
overflow from plaguing the simulations of reaction-d
fusion systems on the digital computer has been to
the magnitudes of the state variables by adding an
statement to the numerical method (e.g., Forward Euler)
used for solving the system of differential equation3.
However, this technique does not guarantee that the
tem will reach equilibrium; moreover, it destroys t
mathematical integrity of the original dynamical syste

By using a warping function to facilitate stabilit
the M-lattice system allows more flexible non-linear i
teractions than the reaction-diffusion system. Three
the capabilities of this model are illustrated in an ap
cation to digital halftoning of images.

Faithful halftoning is the task of tricking the hum
visual system into seeing exactly the original multi-to
picture in a replica image consisting of only the two 
treme intensities. While the faithful halftoning of col
images is a mature discipline it is still a challenging pr
lem. The reason is that including the color informat
makes the concerns encountered in gray-scale halfto
all the more complicated5. For example, the non-linea
effects due to binarization exacerbate the moire patte
while the printer imperfections create more visually 
parent artifacts. The state of the art techniques for fa
ful halftoning (and, more generally, quantization) of co
images can be found in6,7 and references therein. The
papers cover a number of central issues in color prin
The concept of utilizing the properties of human vis
system for the quantization of color images is analyze
[6]. Visual models are employed to develop an effici
quantization algorithm in luminescence-chrominan
color space, which produces perceptually high-qua
quantized images. The issues of printer distortions 
how to compensate for them are elaborated in [7].

On the other hand, special-effects halftoning i
relatively new direction8,9. As the name implies, the go
is the automatic synthesis of caricatures that accent
certain desirable features of the given image. For
ample, many newspaper portrait styles emphasize l
and curves in the original image.

One distinctive attribute of the special-effects ha
tones is the fact that the error, instead of being unifor
diffused, is directed into places that exaggerate desir
aspects of the image. Hence, the usually undesirabl
ror is reshaped into a perceptually-pleasant feature.

The color image halftoning technique discussed
this paper is based on the method of non-linear prog
Chapter III—Algorithms—127
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ex-
ming with an orientation-sensitive quality metric8,10. The
computational substrate for solving the non-linear p
gram is the M-lattice11. This system is rooted in the rea
tion-diffusion model, first proposed by Turing in 1952
explain the formation of animal patterns such as ze
stripes and leopard spots. The M-lattice is bounded
has a lot of flexibility in how its variables can interact.
particular, it is well-suited to a variety of applications fo
mulated as constrained non-linear optimization.

The present color halftoning algorithm the exte
sion of the gray-scale special-effects halftoning te
nique reported earlier8 to produce a new algorithm, whic
performs the automatic synthesis of color caricature
the style of the Wall Street Journal portraits.

Background: M-Lattice System

We briefly review the essentials of the M-lattice system8.
Let ψ i (t)∈ℜbe a state variable as a function of time
each lattice point i, where i = 1, . . ., N. Let χ i (t)  be an
output variable, obtained from ψ i (t)via χ i (t) = g(ψ i (t)).
The “warping” function, g(u), is a saturating piece-wis
linear non-linearity with an arbitrarily large number 
segments. The values of χ i (t)  will correspond to the in
tensities of the pixels in the output image at the t
when the system has converged. Construct   

r
ψ (t)and   

r
χ (t)

by concatenating ψ1(t) , . . . , ψ N (t) and χ1(t) , . . . ,
χ N (t) , respectively into column vectors.

Definition Suppose that a given function, 
  Φ(

r
χ (t)), is

continuous, twice-differentiable, and bounded above.
the matrix A be real, symmetric, and negative-definite: A
∈ℜN × N ,A = [aij ],A = AT ,and ∀ i λ i [A] < 0.  Then the M-lat-
tice system† is the following non-linear dynamical syste:

             

  

d
r
ψ (t)

dt
= A

r
ψ (t) +

r
∇ r

χ Φ(
r
χ (t)). (1)

Notice the right-hand side contains two comp
nents—a linear function of the state variables and
gradient of a typically non-linear function of the warp
state variables. The convergence and stability prope
of the M-lattice system are analyzed in [11]. For t
present (halftoning) applications, (1) has exhibited c
vergence (in computer simulation) to fixed points of 
form   

r
χ ∈{−1,1}N regardless of the initial conditions.

In non-linear optimization,   Φ(
r
χ ) is the objective

function to be maximized. For certain types of object
functions, the M-lattice system converges to the (app
priately defined) local maxima of   Φ(

r
χ ) with respect to

  
r
χ .11 Thus, in many situations it is advantageous to 
the M-lattice system for non-linear optimization. In t
examples described in Halftoning , the directionality
information defines the quality metric for the non-line
program, solved by the 3-lattice system.

Background: Estimating Local Orientation

We employ the computation-saving “steerable” set
basis filters described in [12]. Steerable filters have b
shown to give a good match to orientation perception
humans13. The output of the steerable filters at each p
i  of the gray-scale version of the original color ima
128—Recent Progress in Digital Halftoning II
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gives the angle, θi ∈[−π ,π ],and relative strength (or mag
nitude), mi ∈ [0,1], of the dominant orientation prese
at that pixel.

In the Wall Street Journal type halftoning, we u
the orientation to guide the action of the M-lattice sys-
tem. For example, to design a low-pass adaptive fi
that rotates to the dominant orientation, denote the
agonal matrix of variances by Vi and the rotation matrix
by Θi :

Vi = σ
i, x
0

2
σ i,y

2
0










,Θi =

sinθi cosθi

cosθi − sinθi









   (2)

The relative sizes of σ i,x
2 and σ i,y

2 depend on mi and
determine the skewness of filters with respect to 
dominant orientation:

         
σ i,y

2 = L

2
(1− mi ),σ i,x

2 = L − σ i,y
2 ,  (3)

where L × L is the size of the filter mask in pixels. L
  
r
n ∈Z 2be the pixel position. Then the (unnormalized) o
ented low-pass filter is given by:

  hi
0 (

r
n) = exp{−

r
nTΘi

TViΘi
r
n}. (4)

Halftoning

Suppose   
r
n ∈Z 2 ; s(

r
n) ∈[−1,1]  is the continuous-tone (o

finely quantized) original input image signal;   y(
r
n) ∈{-1,

1} is the output halftone image; and   h(
r
n) is a 2-D filter.

The halftoning method must yield an image which appe
perceptually similar to the original gray-scale image. Le
squares halftoning approaches receive continual atten
because they can employ explicit models of the human
sual system and of the printing device14.

Noise-Shaping Least-Squares Halftoning
It is generally agreed that error diffusion produc

the best results in terms of artifacts15. However, the cau-
sality of the algorithm prevents it from making sha
transitions and tracking edges properly16. In contrast, the
least-squares halftoning techniques render edges w
but suffer from granular artifacts. We show that the M-
lattice system naturally combines noise shaping w
least-squares optimization, thereby offering the bene
of both.

Given a least-squares halftoning technique, 

  Φ(
r
χ ) to the negative of the distortion measure. For 

ample, if

           
  
Φ(

r
χ ) = (HT r

s )T r
χ − 1

2

r
χ γ HT H

r
χ ,  (5)

then at an equilibrium (1) yields:

                    −A
r
ψ = HT r

s − HT H
r
χ ,  or  (6)

         −(A - HT H)
r
ψ = HT r

s − HT H(
r
χ -

r
ψ ). (7)

Now set -(A-HTH)=I , and let   
r
q

def r
χ −

r
ψ be the quan-

tization error (or the quantization noise)17. Then (6) and
(7) become:
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r
ψ = HT r

s − HT H
r
q (8)

Thus, according to (8), the M-lattice system performs
non-causal error diffusion in the steady-state limit. For p
ceptual reasons, it is desirable to minimize the low-
quency content of the quantization error. Since HTH is a
smoothing filter, HQ def I-H TH becomes a high-pass filte
Then it follows that A =-HQ. The action of the high-pas
noise shaping filter, HQ, gives the quantization noise th
perceptually pleasant “blue” character18. We exploit the fact
that A can have off-diagonal elements by making it act a
perceptually-based filter. Therefore, the resulting ima
correspond to local minima that are visually more pleas
than those produced using a diagonal A matrix.

Starting with the equation for error diffusion, (8), a
reversing the above steps leads to (6), the equation fo
M-lattice system in steady state. Error diffusion has b
modeled as a Hopfield network that uses q(ψi) in place of
g(ψi).16 However, the non-monotonicity of q(ψi) causes
instability. In contrast, slightly perturbing A so as to make
it negative-definite guarantees that (1) will be stable 
binary outputs. Hence, the M-lattice system is a more sui
able model for non-causal error diffusion.

For the sake of simplicity we programmed the M-
lattice system with the symmetric version of the ori
nal Floyd & Steinberg error filter. Figure 1 shows t
magnified version of a test image and the result
halftoning it by the M-lattice system. The new metho
provides accurate detail rendition without introduci
correlated texture. However, some perceptual artifa
still occur, because the filter coefficients have not 
been optimized after the causality constraint was lift

Halftoning As Non-Linear Program
Suppose   

r
n ∈ Z 2 ; s(

r
n) ∈[−1,1]  is the finely quantized

original input image signal;   y(
r
n) ∈{−1,1} is the output

halftone image; and h(  
r
n ) is a 2-D filter (not necessaril

the same as h(  
r
n ) in the previous section). Let B = HTH,

where H is a circulant matrix with h(  
r
n ) in the first row.

The problem of halftoning can be stated as a non-lin
program: The problem of halftoning can be stated a
non-linear program:

  
min

g

1

2

r
yT B

r
y − (B

r
s )T r

y (9)

subject to constraints:

              
yi

2 −1 ≥ 0, (10)

where the vectors are the standard concatenations of th
responding sequences, B = HTH, and H is a circulant matrix
with h(  

r
n ) in the first row. The particular form of constraint

(10), forces each pixel to assume binary values.
In order to solve this problem using the M-lattice

system we combine the objective function to be mi
mized, (9), with the N constraints, (10), into the
Lagrangian cost functional with the help of the Karus
Kuhn-Tucker conditions19:

  
minr

y
£ (

r
y),  where

  
£(

r
y) = 1

2

r
yT B

r
y − (B

r
s )T r

y + pi
i

∑ (yi
2 −1),

(11)

pi ≤ 0, pi (yi
2 −1) = 0. (12)
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Figure 1. Noise-Shaping Least-Squares Halftoning. (a) a p
tion of the original “Lena” image (magnification is ×2 on a
side); (b) the image in (a) halftoned by the M-lattice syste

The Lagrange multipliers, pi, are the varying pen-
alty terms that enforce the constraints according to (1
As a result, the unconstrained minimization of £(

  
r
y ) in

(11) produces the optimal halftone image.
The optimization problem, (11), is “programmed

onto the M-lattice system, (1), by setting 
  
r
y  equal to

  
r
χ ,Φ(

r
χ ) to -£(

  
r
y ) and taking partial derivatives. This yield

  

d
r
ψ (t)

dt
= A

r
ψ (t) + B

r
s − B

r
χ (t) − P

r
χ (t),  (13)

where P = Diag {pl, . . ., pN}. The elements of a (  
r
n ) are

chosen so as to guide the system towards an optim
corresponding to a perceptually-pleasant halftone. It 
been shown that A = B-I  is a good 3-{πce, because it
filters out objectionable correlated spatial patterns8.

(a)
Chapter III—Algorithms—129
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Halftoning with the Hopfield network requires se
ting bii ≥ 0; otherwise, the optimal values of yi will not be
binary20,17. However, treating halftoning as a non-line
programming problem and solving it with the M-lattice
system Gffers considerable flexibility in the choice of t
quality metric and in the functional form of constraint

In order to demonstrate this flexibi l i ty, w
encorporated orientation detection into the halfton
quality metric. The adaptive filter matrix, H, was de-
signed so as to include the information about the do
nant orientation at each pixel of the original imag
shown in Figure 2(a)12.

Since no effort is made to design H in a way that
would result in bii ≥ 0, the non-linear constraints pro
vide the only mechanism for driving the output pixels
the limits of the gray scale. Figure 2 displays the res
which exhibits more of the line and curve features fou
in hand-drawn “halftones” (such as the Wall Street Jo
nal portraits).

Orientation-Dependent Color Halftoning as Non-Lin-
ear Program

We now consider the problem of synthesizing—
each RGB component—a binary caricature that bri
out the directional content of the original color imag
The resulting halftoning method must yield a compos
halftone RGB image that appears similar to the origi
color image in the sense of preserving orientations
least-squares halftoning approach is appropriate for
task, because it can employ an explicit model of perc
tion and printer distortions as the measure of per
mance14,7. Here we show how to implement such 
approach using the M-lattice system and point out th
additional benefits brought by using the M-lattice.

In order to solve this color halftoning problem u
ing the M-lattice system, we combine the objective fun
tion to be minimized, (9), with the N constraints, (10),
into the Lagrangian cost functional with the help of t
Karush-Kuhn-Tucker conditions19 simultaneously for all
three color components. The Lagrange multipliers,pi,
are the varying penalty terms that enforce the constra
according to (12). As a result, the unconstrained m
mization of £(

  
r
y ) in (11) produces the optimal color hal

tone image.
While the gray-scale special-effects halftoning 

gorithm is implemented as a 1-lattice8, the RGB color
scheme used in the present study is organized as
lattice. This organization can be advantageous in c
the quality metric requires the interaction of the co
components‡.

Treating halftoning as a non-linear programming pr
lem and solving it with the M-lattice system offers consid
erable flexibility in the choice of the quality metric and
the functional form of constraints. In order to demonstr
this flexibility, we incorporated orientation detection in
the halftoning quality metric. The adaptive filter matr
H, was designed using (4) so as to include the informa
about the dominant orientation at each pixel of the gr
scale version of the original color image, shown in Fig
3(a). Figure 3(b) displays the result, which exhibits m
of the line and curve features found in hand-drawn “h
tones” (such as the Wall Street Journal portraits)11. Another
130—Recent Progress in Digital Halftoning II
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example of this technique appears in Figure 4.
According to the poster provided by the Wall Str

Journal Classroom Edition program, the entire proces
creating a monochrome halftone is done by hand and t
an artist from three to five hours21. In contrast, the simu
lation of the M-lattice system implementation of the col
halftoning algorithm on the CM-2 takes 6000 iteratio
at the time step of 0.01 sec for the total time of appr
mately 20 minutes including the system time and the 

Summary

We have reviewed the M-lattice system and applied it t
digital halftoning of images. As a non-linear progra
ming technique, the M-lattice system is capable of sol
ing constrained optimization problems with flexib

Figure 2. Orientation-sensitive halftoning. (a) the origin
“Einstein” image; (b) the “Einstein” image adaptively
halftoned using orientation information at each pixel of t
original.

(b)

(a)
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Figure 3. Orientation-sensitive color halftoning. (a) the orig
nal “Marty” image; (b) the “Marty” image adaptively
halftoned using orientation information at each pixel of t
original.

 (b)

(a)

objective functions. Orientation-sensitive halftonin
makes use of this property. When the objective funct
is a quadratic form, the M-lattice system can be designe
to perform blue noise filtering. This implies that the r
sulting halftone images can be made not only optima
the least-squares sense, but also perceptually pleas

We have also presented a method for halftoning c
images automatically in the would-be style of the co
Wall Street Journal portraits. As with gray-scale imag
the RGB halftones are made optimally close to the or
nal color components in the sense of preserving the d
nant directions in the image. And the M-lattice system is
the non-linear dynamical system employed to comp
these optimal RGB components simultaneously.

† This is the definition adapted for the present pap
The general M-lattice system is defined in [11].

‡ The present study treats the RGB components in
pendently for simplicity.
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Figure 4. Orientation-sensitive color halftoning. (a) the orig
nal “Betty” image; (b) the “Betty” image adaptively halftone
using orientation information at each pixel of the original.

(b)

(a)
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